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Introduction 
The rapid advancements and integration of artificial 
intelligence (AI) are transforming the field of assessment 
and the science of measurement in unprecedented ways. 
Particularly in the last two years, generative AI has accelerated 
significant changes in content development, scoring, 
interactivity, and personalization (Arslan et al., 2024; Bulut et al., 
2024; Kyllonen E. et al., 2024; Mao, Chen & Liu, 2024; Zhai & 
Krajcik, 2024). These AI-driven applications offer opportunities 
to better align assessments with educational goals by 
providing opportunities for:

1   �Measuring complex competencies essential for success 
in technologically advanced educational and workplace 
contexts;

2   �Creating engaging, interactive learning and assessment 
environments that are rewarding for individuals; and

3   �Providing targeted feedback to support teaching and 
learning.

While AI can enhance assessment practices, these new 
approaches necessitate rigorous evaluation of their efficacy 
and impact on the validity and fairness of the resulting claims. 
This piece begins by highlighting key opportunities to innovate 
assessments using AI, followed by illustrative examples. 
The final section focuses on the critical need for evaluating 
the efficacy, validity and fairness of AI applications, offering 
guiding questions for each context.
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Opportunities for Innovation in Assessment Using AI
AI offers a range of possibilities to improve assessment quality and efficiency, particularly in measuring 
complex constructs that have been traditionally difficult to assess through paper-based or linear digital 
formats (Bennett, 2024; Kyllonen et al., 2024). Notable innovations include:

	 • �Personalization, interactivity, and adaptivity to engage test takers more effectively, and optimize 
performance on assessment;

	 • �Use of process data for assessing cognitive processes; and

	 • �Automation of content creation, scoring, and feedback to enhance scalability and cost-efficiency. 

Below are three examples that illustrate how AI is being used to support learning, 
personalize assessment experiences, and increase operational efficiency.

1  �Assessment to Support Learning
There is growing interest in using assessments to directly support learning. In a language learning context, AI 
enables learners to develop their language skills through simulations of workplace tasks. These tasks assess 
both language proficiency and workplace competencies and are personalized in real time based on learner 
choices and performance. AI provides immediate feedback and recommendations for further practice (ETS, 
2024). Such AI-driven embedded assessment in authentic, real-life learning contexts offers potential for 
broader educational applications.

2  �Personalizing Assessments
Personalization is a significant AI-enabled opportunity, with the potential to advance fairness and to meet 
the needs of (neuro)diverse students at scale. By tailoring assessments to align with individuals’ linguistic, 
cultural, and educational contexts—and giving them agency in task selection—personalization provides 
opportunities to optimize engagement and performance (Arslan et al., 2024; Bennett, 2024). A compelling 
example is “Context AI,” developed by Burcu Arslan and colleagues (Arslan et al., 2024). This tool uses GPT-

4 to customize assessment contexts based on 
student’s interests. For example, for a Context AI 
math item, the student would be allowed to pick an 
interest area from choices that include things like 
football, popular music, or gaming with Roblox. A 
student selecting Roblox sees an item embedded in 
the context of this game whereas a student picking 

other interest areas would have items related to those areas. Prior research shows that the context of test 
items can significantly influence performance (Ercikan & Solano-Flores, in press) and thus giving students 
the option to choose the context may be a promising direction.

AI can tailor assessments to students’  
linguistic, cultural, and personal contexts— 
making them more engaging and equitable
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3  �Increasing Efficiency: Human-AI  
Collaboration in Scoring

Earliest applications of AI in assessment has been in creating efficiencies 
in operational large-scale assessments (Williamson et al., 2012) and the 
most widely used applications of AI currently is in scoring. AI can be used 
to increase the efficiency of work done by humans in scoring is in two 
different ways. One is by replacing some of the work done by humans, 
and the other is to provide tools that help humans to be more efficient 
and improve the quality of their work. The human-AI collaboration can 
enhance efficiency through three complementary ways:

1. Verification
2. �Contributory scoring
3. Divide and conquer 

1. �Verification: AI scores can serve a confirmatory role for human scores 
by confirming the human scores, and flagging disagreements. They can 
support quality of human scores by flagging unscorable responses. The 
flag and review role can also be used to verify AI scores by humans, 
especially in verifying scoring of “unscorable” responses. 

2. �Contributory Scoring: The scores from human raters and AI can be 
combined in contributory ways where human and AI scores both 
contribute to the final score. This approach involves both human and AI 
scores of the same section of the assessment contributing to the reported 
score. Typically, human and AI both provide holistic scores, with the 
automated scoring system serving the same role as a second human rater. 

3. �Divide and conquer: Humans and AI produce different kinds of 
information. AI might be used to evaluate specific concrete features 
of responses, or measure more fine-grained phenomena while 
humans evaluate broader and more abstract features of meaning 
and effectiveness. For example, in assessing and providing feedback 
on writing, AI could be used to provide quantitative feedback, while 
humans provide qualitative feedback. AI generated feedback can include 
a summary of the writing, evaluation of cohesion and coherence, 
language use such as vocabulary as well as mechanics such as spelling. 
Qualitative feedback might take the form of comments or coaching. In 
classroom contexts, teachers then can use the AI generated evaluation 
to personalize and provide feedback to the student. The idea is that 
teachers can filter the AI feedback and provide nuance around content, 
both saving time and allowing the teacher to focus on the things that 
humans do well–interpreting meaning. This kind of efficiency can be 
useful for teachers as well as for students who can receive the feedback 
in a more speedy way, than if the teacher had to read and evaluate each 
essay before they can provide feedback to students about their writing. 
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Efficacy, Validity and Fairness Considerations in AI-Driven Assessment
The transformative potential of AI in assessment demands thorough evaluations of efficacy, validity and fairness 
of claims made based on these assessments. Efficacy refers to whether the application of AI meets the intended 
goals. Validity is defined as the degree to which claims made based on assessments can be supported by 
evidence and rationales (Kane, 2006). Fairness refers to the degree to which goals are met across groups and 
score meaning is consistent for groups (Kane, 2012). Further specifics of these questions are highlighted below 
for each of the key applications. 

Evaluating AI Feedback and 
Learning Support
When AI is used to provide automated 
feedback and support learning there are 
many factors that can influence the impact 
of the feedback including the nature of the 
feedback as well as its alignment with the 
individual learner. Addressing the following 
questions is central to evaluating efficacy, 
validity and fairness of this AI application:

• �Does the feedback enhance engagement 
and learning?

• �What evidence supports claims of 
improved engagement (e.g., process or 
self-report data)?

• �Is there evidence of learning based on 
other assessments?

Is the evidence supporting improvement in 
engagement and learning similarly strong 
for individuals from different backgrounds 
and contexts?

The true measure of AI-generated  
feedback is whether it deepens engagement  

and learning for all students

Evaluating Personalization
Personalization in assessment needs to 
be evaluated with respect to the degree 
to which personalization meets its 
primary goals of enhancing engagement 
and optimizing performance (Arslan et 
al., 2024; Bennett, 2024). In addition, 
when individuals take different forms and 
formats of assessments in personalized 
assessment contexts, supporting 
validity and fairness of assessment 
claims from these assessments 
become a key challenge (Sinharay et al., 
2025). Empirical evidence is needed to 
determine whether personalization:

• �Increases engagement, performance 
and measurement precision;

• �Improves alignment with learners’ 
interests and backgrounds; 

• �Supports claims about personalization 
that can be supported by empirical 
evidence and rationales; and

• �Enhances engagement, performance, 
and measurement precision 
consistently for individuals from 
different backgrounds and contexts. 



Designing and Developing Educational Assessments for Contemporary Needs 6

Evaluating AI-Scoring
Automation for scoring can possibly have the greatest impact on 
the validity and fairness of claims from assessments. For AI based 
scoring a thorough evaluation needs to involve how the quality of 
AI based scores hold up against validity and fairness criteria, as 
is done for assessments that use human scores. For evaluating 
fairness of AI based scores we need to evaluate if the validity 
evidence is consistent across individuals from different contexts.

For AI-based scoring, key set of questions for evaluating efficacy, 
validity and fairness are:
• �To what extent are scores consistent with human scoring?
• �Is there evidence of construct irrelevant variance? 
• �Is there evidence of construct under representation?
• �Is there evidence of systematic differences between human-AI  

scoring across groups from different backgrounds and contexts?

Two widely used statistics for evaluating AI-human score 
agreement are Quadratic Weighted Kappa and Proportion 
Reduction in Mean Squared Error (PRMSE). High PRMSE values (≥ 
0.95) suggest AI scores can be used interchangeably with human 
ratings. Values ≤ 0.70, however, offer limited validity support for 
high-stakes use of AI generated scores (McCaffrey et al., 2022).

Concordance between human and machine scores is a 
requirement, however it is not sufficient for validity of claims 
based on scores. In addition to human-AI concordance, 
construct comparability of machine scores and human scores 
need to be evaluated. Especially given the black-box nature of AI 
scoring algorithms, we need to evaluate both construct irrelevant 
variance as well as construct underrepresentation. A special 
focus on construct underrepresentation is needed to ascertain 
specific construct components are captured by AI scoring. There 
are special concerns that the use of AI scoring may contribute 
to bias. Evaluation of fairness of AI scores need to be considered 
from the very beginning of the development of AI algorithms 
(Bennett 2024;  Johnson & McCaffrey, 2023). And checks for 
fairness must be part of the development of AI scoring models 
and evaluation. This includes: 
	 • �Building scoring models using data that represent 

targeted populations
	 • �Producing evidence that support fair interpretation of 

scores, as we do with scores from human scoring
	 • �No subgroup difference in distribution of errors from 

AI scores in comparison with the human scores and 
	 • �No differential prediction of human scores 

(McCaffrey et al., 2022).
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Final Note
AI provides many opportunities for assessments to better serve their intended goals such as providing 
feedback and support for learning, optimization of engagement and performance and increasing efficiency. 
However, these opportunities present possibilities of significant problems for assessment. Without thorough 
evaluations, integration of AI in assessment holds possibilities of stereotypical representation of cultural 
groups, inappropriate and useless feedback, inaccurate scores, and narrowing down of the measurement 
of the construct being targeted by the assessment. Such risks not only can harm the role of assessment in 
education but can have important societal impacts. The key questions I presented for each application are 
intended to highlight the necessity of empirical research with a variety of data sources for each application.
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